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High-power Z pinches on Sandia National Laboratories’ Z facility can be used in a variety of experiments to
radiatively heat samples placed some distance away from the Z-pinch plasma. In such experiments, the heating
radiation spectrum is influenced by both the Z-pinch emission and the re-emission of radiation from the high-
Z surfaces that make up the Z-pinch diode. To test the understanding of the amplitude and spectral distribution
of the heating radiation, thin foils containing both Al and MgF2 were heated by a 100–130 TW Z pinch. The
heating of these samples was studied through the ionization distribution in each material as measured by x-ray
absorption spectra. The resulting plasma conditions are inferred from a least-squares comparison between the
measured spectra and calculations of the Al and Mg 1s→2p absorption over a large range of temperatures and
densities. These plasma conditions are then compared to radiation-hydrodynamics simulations of the sample
dynamics and are found to agree within 1� to the best-fit conditions. This agreement indicates that both the
driving radiation spectrum and the heating of the Al and MgF2 samples is understood within the accuracy of
the spectroscopic method.
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I. INTRODUCTION

The interaction of x-ray radiation with matter is an impor-
tant process for many high energy-density physics applica-
tions. Measurements of these interactions are crucial for
benchmarking computational models of energy transfer via
radiation. Examples of experiments that require such compu-
tational models include inertial confinement fusion, labora-
tory astrophysics, and general studies in atomic opacity
and/or radiation flow �1–3�.

One of the primary challenges in these experiments is the
determination of the plasma conditions. A well-established
method for diagnosing the local plasma temperature and den-
sity is to measure the 1s→2p absorption spectrum of radia-
tion passing through the plasma �4–6�. Because different
charge states of an atom absorb different x-ray wavelengths,
spectrally resolving the radiation absorption provides a sig-
nature of the relative ionizations states at the time the spec-
trum was observed. The absorption spectrum can then be
related to the possible temperatures and densities in the
plasma by detailed calculations of the atomic energy levels
and transition probabilities in combination with the local col-
lisional and radiative ionization rates. The plasma conditions
deduced from the experimental spectra must then be com-
pared with radiation-hydrodynamics simulations in order to
test the understanding of the physical processes occurring in
the experiment.

In the past few decades, high-power lasers have been the
primary driver for producing radiatively heated plasmas, and
a number of experiments have been conducted to measure
the resulting plasma conditions using absorption spectros-
copy �4–8�. Recently, high-power Z pinches at the Sandia
National Laboratories’ Z facility have been investigated as a
radiation driver for conducting similar experiments �9–12�.
In this case, the intense burst of radiation from the Z pinch

acts as both the radiation driver and the x-ray backlighter
�12�. This configuration allows for cm-scale samples driven
by flux-equivalent radiation temperatures of up to 70 eV in a
5–10 ns full width at half maximum �FWHM� pulse. This
drive pulse comes from a Z-pinch source that lasts many tens
of ns with a radiation spectrum peaking at a brightness tem-
perature of �150–250 eV.

Figure 1 shows a top-view and a side-view schematic of
the geometry used for �70 eV radiation science experiments
on the Z facility. The sample is placed a distance d away
from the Z-pinch axis along a line-of-sight outside the
1–2 cm radius primary Hohlraum �typically made of Au or
steel�. The Hohlraum is also the anode of the Z-pinch diode
and, therefore, acts as the return path of current. Magnetic
field considerations suggest that the sample must be placed at
a distance �1 cm from the Hohlraum to prevent impacting
the Z-pinch load dynamics. In this configuration, the driving
radiation on the sample surface comes from both the Z-pinch
emission and the reemission from the hot high-Z surfaces
that make up the Z-pinch diode. The design of experiments
using this geometry is complicated by the lack of an inte-
grated computational capability that can simulate the Z-pinch
implosion, the heating of the three-dimensional diode, and
the resulting spectra at the sample location.

MacFarlane et al. reported on a method for calculating the
radiation drive spectra using a combination of the measured
Z-pinch power emission and view-factor simulations �9�.
They have also reported on an application of this technique
to the radiative heating of a thin Al foil �9�. In their experi-
ment, the foil was attached directly to the Z-pinch primary
Hohlraum, and the sample conditions were probed through
measurements of the Al 1s→2p absorption spectra. In that
study, the sample had a different field-of-view than the more
general case where the sample is placed �1 cm away from
the Hohlraum. It is important to test the techniques of Mac-
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Farlane et al. for different geometries in experiments that
validate the calculated radiation drive. Such experiments can
be most effective if they employ samples containing multiple
materials that will be heated by varying parts of the driving
radiation spectra. Probing the conditions of each element in-
dependently provides a tighter constraint on the calculation
of the radiation spectra than probing any one element alone.

This paper reports on the investigation of the radiation
absorption in samples containing Al and MgF2 that are
heated by 100–130 TW Z pinches. These materials are cho-
sen because each is used as an indicator of the local plasma
conditions in experiments on both opacity and radiation flow.
Therefore, this work is motivated by the need to validate the
simulation capability of both the driving radiation spectra
and the radiative energy transfer, and to validate the diagnos-
tic techniques and analysis tools for application in future
radiation science experiments.

Section II describes two experiments that were fielded at
the Z facility to study the radiative heating of thin Al and
MgF2 foils. The plasma conditions are inferred from the
atomic charge-state distribution as measured through x-ray
absorption by K-� satellite transitions in the samples. In one
experiment, measurements were made on a single sample
that had Al and MgF2 mixed together. This experiment was
used to verify that the analysis of the absorption spectra from
each element �Al and Mg� yields the same range of plasma
conditions. In the other experiment, two samples were stud-
ied that had the Al and MgF2 deposited in separate layers. In
one sample, the Al was deposited directly in front of the
MgF2 �with respect to the direction of the heating radiation�.
In the other sample, the MgF2 was deposited directly in front
of the Al. This experiment was used to study the heating of
each material in a situation where the materials may not be in
collisional equilibrium, and where each material is exposed
to a radiation spectrum that has passed through the other
material. Section III presents the data from these two experi-
ments along with a least-squares numerical comparison be-
tween the experimental spectra and calculations of the

1s→2p absorption over a range of temperatures and densi-
ties. Section IV describes the computational modeling of the
experiments including the calculations of the radiation drive
spectra, the radiation hydrodynamics of the sample response,
and the detailed spectral post-processing of the radiation-
hydrodynamics calculations. Finally, Sec. V summarizes the
results and discusses their impact on future radiation science
experiments at the Z facility.

II. EXPERIMENTS

The Z radiation source is a “fast” Z pinch produced from
120–360 �7–12 �m diameter tungsten wires strung side
by side in a cylindrical array at a typical radius of 10–20 mm
�13–15�. The Z-pinch implosion is driven by a �100 ns wide
current pulse peaking at 20 MA, which produces a x-ray
pulse with a �90-ns foot rising from 10–60 eV and a 5–10
ns FWHM primary pulse peaking at �150–250 eV. The to-
tal x-ray output contains 0.5–1.5 MJ of total energy with
peak powers of 50–200 TW. As shown in Fig. 1, the return
path of the current in the Z diode acts as a primary Hohlraum
that is made of a high-Z material and traps a fraction of the
radiated pinch energy. This primary has multiple line-of-
sight �LOS� holes �also called radiation exit holes� that allow
a diagnostic view of the Z-pinch plasma. Radiation escaping
from the primary can be used to heat samples placed outside
these LOS, which is the geometry used in the experiments
described here.

The physical parameters of the Z-pinch geometry and
sample placement for the experiments described in the
present work are listed in Table I. These parameters are also
shown in Fig. 1 and are defined as the wire-array height hp,
the initial wire-array radius rp, the primary Hohlraum radius
rc, the width of the LOS holes wh, the distance from the
Z-pinch axis to the experimental sample d, the aperture width
wa, and the aperture height ha.

Figures 2�a� and 2�b� show schematics of the sample ge-
ometry on experiments z597 and z1031, respectively. The

FIG. 1. Schematic diagram of
the Z-pinch diode and sample
placement for �70 eV radiation
science experiments on the Z
facility.

GREGORY A. ROCHAU, J. E. BAILEY, AND J. J. MACFARLANE PHYSICAL REVIEW E 72, 066405 �2005�

066405-2



experimental sample on z597 consisted of seven alternating
layers of 200 Å-thick Al or MgF2, creating a 2800 Å-thick
“mixed” Al/MgF2 foil tamped on both sides by 1.2 �m of
CH. Experiment z1031 had two different samples fielded si-
multaneously on two separate LOSs. One sample consisted
of a 1500 Å-thick layer of Al on the Z-pinch facing side of a
1000 Å layer of MgF2. The other sample contained a 3100 Å
layer of MgF2 on the Z-pinch facing side of a 1500 Å layer
of Al. Each of these samples was tamped on both sides by
1.0 �m of CH.

As indicated in Fig. 1, absorption spectra from these
samples were measured along each sample’s LOS by a time-
integrated convex crystal spectrometer. The spectrometers
were fielded with a source-to-crystal distance of 4550 mm,
and a crystal-to-film distance of 81 mm. Each contained a
potassium acid phlalate �KAP� crystal with a 2d spacing of
26.62 Å. These crystals were bent to a 101.6-mm radius,
which provided a spectral range of �5–11 Å at a resolution
of � /���850. To both protect the crystals and eliminate the
lower energy components of the x-ray spectrum, the spec-
trometers were filtered between the source and crystal by
38.1 �m of Be on z597 and 8.5 �m of Be on z1031.

The Z-pinch performance on these experiments was mea-
sured by a suite of diagnostics looking through LOS other
than those used by the experimental samples �16–19�. The
primary Z-pinch diagnostics utilized for these experiments

were an array of filtered x-ray diodes �XRDs�, which pro-
vided the Z-pinch power history when normalized by a bo-
lometer viewing from the same angle �20�.

III. RESULTS

Figure 3 shows the time-dependent Z-pinch powers and
emission temperatures from experiments z597 and z1031.
The time axis in this figure, and throughout the remainder of
this paper, has been shifted so that the peak of the x-ray
emission power occurs at 100 ns. The powers are determined
from Kimfol filtered XRD measurements that have been nor-
malized by bolometer data �19�. According to this data, the
Z-pinch emission from z597 produced 1140 kJ in a 6.6 ns
FWHM pulse peaked at �124 TW. The emission from
z1031 produced 870 kJ in a �3.7ns FWHM pulse peaked at
110 TW. The bolometer normalization method has been re-
ported in a previous work to be accurate to 20% in power
�20�.

The emission temperatures for both experiments are cal-
culated from the Z-pinch power and radius time histories
assuming that the Z pinch is a uniform cylindrical surface
emitter. This method has been compared to transmission
grating measurements of the Z-pinch emission spectra on
similar experiments and was found to be in agreement
�20,21�. For the emission temperature calculation, the

TABLE I. Geometric parameters and Z-pinch configurations for the experiments numbered z597 and
z1031. Experiment z597 was a single array tungsten Z pinch with no central target, and z1031 was a nested
array tungsten Z pinch with a 3 mm radius, 14 mg/cc CH2 axial foam target.

Shot No. rp �mm� hp �mm� Wire No.
Wire

Diam. ws �mm� d �mm� wa �mm� ha �mm�

z597 10 10 300 11.4 �m 5.6 39.6 8.26 2.49

z1031 20 outer 12 240 outer 7.8 �m 4.8 43.3 4 6

10 inner 120 inner

FIG. 2. �Color online� Schematic drawings of
the samples used on experiments �a� z597 and �b�
z1031.
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Z-pinch radii are determined from models of the implosion
trajectory at times �93 ns �22,23� and from experimental
data on similar geometries at later times �24,25�. The mini-
mum Z-pinch radii occur at the time of peak Z-pinch emis-
sion and were determined to be �1.5 mm and �0.6 mm on

z597 and z1031, respectively. The resulting Z-pinch emission
temperatures are calculated to reach a peak of �190 eV on
z597 and �220 eV on z1031.

In addition to the total Z-pinch emission power, the XRD
data also provides information about the backlighter time
history. Overlaid on the power histories in Fig. 3 are mea-
sured signals from a XRD that is filtered by 10 �m of beryl-
lium and 0.8 �m of vanadium �the signals have been nor-
malized to the peak of the total x-ray power�. The
combination of the XRD sensitivity and the filter transmis-
sion fraction makes the Be/V filtered XRD a diagnostic of
the Z-pinch emission over the range 2.5 Å���12.4 Å.
This covers the range of the spectrometers used to measure
the Al and MgF2 absorption spectra in these experiments.
The time history of the emission in this spectral range is
more narrow than the total Z-pinch power emission and is
slightly delayed from the peak of the main power pulse. The
FWHM of the emission in the spectral range of the spec-
trometers is measured to be 4.0 ns on z597 and 2.8 ns on
z1031. Each signal peaks 0.5 ns after the peak of the heating
pulse, a delay that is outside the 0.1 ns error in cross timing
between XRDs in the same diagnostic head.

The spectra as recorded by the convex crystal spectrom-
eters on z597 and z1031 are shown in Fig. 4. The data has
been corrected for the filter transmission �26�, the crystal
reflectivity �using a modified Darwin-Prins reflectivity
model� �27�, and the crystal geometry �28�. These absorption
spectra can be used to derive the possible combinations of
temperature and density in the foils through calculations of
the charge-state distribution and associated energy level
populations.

FIG. 3. �Color� Z-pinch power and emission temperature on
experiments z597 �black solid� and z1031 �red solid�. Also shown
are the time histories of the backlighter x-ray emission in the range
2.5 Å���12.4 Å on z597 �black dashed� and z1031 �red dashed�.
The backlighter histories have been normalized to the peak of the
x-ray emission powers.

FIG. 4. Al and Mg absorption spectra recorded through the �a� mixed Al/MgF2 on z597, �b� the Al-first foil on z1031, and �c� the
MgF2-first foil on z1031. The figures on the left show the spectra in relative intensity units overlaid by the assumed continuum �dashed�. The
figures on the right show the relative line transmission after dividing each spectrum by the continuum.
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A direct measure of the backlighter spectra was not pos-
sible on these experiments. Thus, the spectra must be con-
verted to a relative line transmission by the division of an
assumed continuum. That continuum was determined by re-
moving the absorption features from the efficiency corrected
spectral lineouts, and then filtering the remaining signal by a
low-pass filter. The relative transmission was then calculated
by dividing the measured signal by this continuum. This is
considered an acceptable procedure since the important in-
formation about the sample conditions is contained in the
relative intensities of the absorption features, which are rela-
tively unchanged by the division of the continuum. The plots
in Fig. 4 show the original spectra, the assumed continua,
and the relative line transmission from each sample.

The plasma conditions can then be determined by
computing a weighted chi squared between the measured
transmission spectra and those simulated by a detailed spec-
tral analysis code �29�. A range of plasma conditions must be
considered because the absorption spectra can be similar for
different combinations of temperature and density.
This degeneracy exists because the temperature-dependent
and density-dependent linewidth effects are not observable
over the resolution of the spectrometers. For this analysis,
the reduced chi squared 	


2 between the transmission data
and calculated spectra were computed for 1800 combinations
of temperature and density over the ranges 20 eV�Te
�80 eV and 1019 cm−3�ni�1023 cm−3. The calculations
were done assuming local thermodynamic equilibrium �LTE�
with PRISMSPECT �30�, a spectral analysis code that uses de-
tailed term accounting �DTA� atomic physics to compute
x-ray line absorption. These models used fine structure
atomic energy level detail for principle levels n�3, L-S term
splitting for levels 4�n�5 and configuration averaging for
levels n�5. In the computation of 	


2, the statistical devia-
tions of each point in the data were determined from inde-
pendent experiments �31�. Each comparison was restricted to
the 1s→2p transitions, which were considered to be
7.75 Å���8.34 Å for the Al spectra and 9.15 Å��
�9.9 Å for the Mg spectra.

To illustrate the quality of the fit between the data and
calculations, Fig. 5 overlays the aluminum absorption spec-
trum from the Al-first sample on z1031 with the PRISMSPECT

point calculation at an ion density of 3.7�1020 cm−3 and a
temperature of 37.5 eV. The 	


2 between these two spectra is
�1.2. The good agreement between the data and the point
calculation indicates that it is acceptable to use a uniform

plasma approximation in computing the spectra for the 	

2

comparisons. This does not necessarily imply that the plasma
is uniform, but rather the effects that any temperature and
density gradients have on the spectrum are small compared
to the statistical fluctuations in the data. Calculations that
include gradients may give similar 	


2, but are considered an
unnecessary complication and outside the scope of the
present work.

Figure 6 shows the resulting contour plots of the 1� un-
certainties in the 	


2 comparisons across a large range of the
temperature-density phase space considered in the calcula-
tions. Assuming that the distribution in the measured inten-
sity of each data point follows Gaussian statistics, there is a
�68% probability that the spectra correspond to a plasma at
a temperature and density within the contours. The produc-
tion of these plots is a new development in the field of tracer
absorption spectroscopy and provides a quantitative picture
of the possible plasma conditions as determined only from
the measured spectra.

The contours in Fig. 6 reveal important information about
the relative temperatures and densities of each material. The
contours in Fig. 6�a� correspond to the conditions of the

FIG. 5. �Color� Example of the quality-of-fit in the 	

2 fitting

procedure for the Al-first sample on z1031. The simulated Al trans-
mission �red� is shown for an assumed ion density of 3.7
�1020 cm−3 and a temperature of 37.5 eV.

FIG. 6. �Color� 1� contour plots from chi-squared fitting be-
tween the experimental data and synthetic spectra of the aluminum
�black� and magnesium �red� in �a� the mixed foil on z597, �b� the
Al-first foil on z1031, and �c� the MgF2-first foil on z1031. The
symbols correspond to the mass-averaged conditions of the alumi-
num �black� and magnesium �red� calculated with one-dimensional
radiation-hydrodynamics computer simulations. The simulations
were time averaged with a weighting function determined from the
backlighter time history. The dots correspond to simulations using
the nominal measured Z-pinch output power to infer the sample
heating, while the crosses and stars correspond to simulations using
80% and 120% of the nominal Z-pinch power, respectively.
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mixed Al and MgF2 foil and indicate that the Al and Mg have
a statistically equivalent combination of temperature and
density. This should be the case for a foil whose constituents
are in thermodynamic equilibrium. The contours in Figs. 6�b�
and 6�c� show a similar result. These correspond to the con-
ditions of the samples that had the Al and MgF2 in a swapped
sequence along the direction of the heating radiation. One
might expect the material that is first in the sequence to have
a higher temperature than the one behind it. However, the
figure indicates that the possible range of plasma conditions
are statistically equivalent for both the Al and MgF2 in
each sample. Because the contours are defining a phase space
of constant ionization, a higher temperature in one of the
tracers must be accompanied by a higher density. Con-
versely, in a plasma that is free to expand �and in the absence
of any shocks�, equation-of-state arguments require that a
higher temperature must be accompanied by a lower density.
Therefore, the most likely result is that the two tracers
have similar temperatures. As discussed in Sec. IV, this can
occur because the two materials have different frequency-
dependent opacities and couple to different parts of the ra-
diation drive spectra.

IV. RADIATION-HYDRODYNAMICS CALCULATIONS

Modeling these experiments requires a calculation of the
radiation drive on the surface of each sample. The Z-pinch
diode is constructed of high-Z �gold and/or steel� anode and
cathode surfaces, which are heated by the Z-pinch source and
re-emit a fraction of the heating radiation. Since these sur-
faces are in the field-of-view of the experimental samples,
their contribution to the drive radiation must be included.
MacFarlane et al. �32� have developed a method using view-
factor calculations �33� to determine the total drive spectra
on the experimental sample from all the surfaces �including
the Z pinch� that are within the field-of-view of the experi-
mental sample. This method uses the experimentally mea-
sured Z-pinch radius and emission power as inputs, and an
assumed albedo of each diode surface. The albedos are cal-
culated for each representative surface using the BUCKY

radiation-hydrodynamics code �34�. Since the albedos de-
pend on the result of the view-factor calculation and the
view-factor calculation depends on the albedos, the calcula-
tions must be iterated until the x-ray flux at the sample has
converged. The resulting spectra calculated at the sample
surface are a combination of the Z-pinch emission blackbody
and the emission blackbody of the many different surface
temperatures in view of the sample.

Using this method, the time-dependent and frequency-
dependent radiation intensity was computed for the samples
on experiments z597 and z1031. The resulting radiation flux
histories are shown in Fig. 7�a� and have a peak flux of
1.15 TW/cm2 on z597 and 0.76 TW/cm2 on z1031. The cal-
culated radiation drive spectra at peak flux are shown in Fig.
7�b� for each experiment. The peak photon energy of these
spectra is 410 eV on z597 and 235 eV on z1031. The lower
peak energy of the drive on z1031 is due to the greater
amount of gold surface area in the sample’s field-of-view,
which radiates at a lower temperature than the Z pinch. The

“bump” on the incident flux at t�75 ns on z1031 is from an
increase in the Z-pinch emission when the outer array of
wires interacts with the inner array. The Z pinch on z597 was
composed of only a single array and, therefore, shows no
such feature.

The radiation drive histories from Fig. 7�a� were applied
as a time-dependent and frequency-dependent radiation
boundary condition in radiation-hydrodynamics �rad-hydro�
calculations of the sample response. These simulations were
done with the BUCKY one-dimensional �1D� Lagrangian rad-
hydro code �34� using multiangle short-characteristics radia-
tion transport �35� for 100 logarithm-spaced photon energy
groups from 0.1 to 104 eV. The opacities of each material
were taken from a table look-up of DTA calculations �30� at
39 temperature points from 0.1 to 100 eV and 41 logarithm-
spaced density points from 1019 to 1023 cm−3. The equations-
of-state �EOSs� for the CH and Al materials were taken from
the SESAME EOS tables, and those for the MgF2 and
Al/MgF2 materials were taken from quotidian EOS �QEOS�
calculations. The rad-hydro models were begun at t=0 ns
and ended at a time of 110 ns. These calculations were then
repeated for each sample assuming the Z-pinch power was
20% lower and then 20% higher than the nominal measured
power. This was done to account for the uncertainty in the
Z-pinch power measurements, which have been shown else-
where to be the dominant uncertainty in the calculated radia-
tion drive �36�.

The calculated conditions in the Al and MgF2 foils are
shown on the 	


2 contour plots in Fig. 6. These points are
overplotted on each contour plot as a large symbol corre-
sponding to assumed Z-pinch powers of 80%, 100%, and
120% of the nominal value. In each calculation, the plasma
conditions are mass averaged over the extent of the Al and/or
MgF2 plasma and time averaged using the backlighter power

FIG. 7. Calculated �a� radiation drive flux and �b� peak drive
spectrum �at t=100 ns� for experiments z597 �solid� and z1031
�dashed�.
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history from Fig. 3 as a weighting function. The calculations
are shown in this way because it provides a quick visual way
to compare to the data. As seen in Fig. 6, the simulated
conditions of each sample fall within the 1� contours of the
experimental data for an assumed Z-pinch power within 20%
of the measured value.

A. Calculations in mixed Al and MgF2

For clarity, first consider the calculations in the mixed Al
and MgF2 sample from z597. The agreement between the
experimental and simulated plasma conditions in Fig. 6 pro-
vides confidence that the view-factor calculation and rad-
hydro model together predict temperature and density condi-
tions in the sample that are consistent with the measured
values. With this constraint in place, the models can be used
to investigate the dynamics in the sample.

Figure 8 shows some details of the conditions calculated
by the rad-hydro model assuming a pinch power that is 10%
higher than that determined from the XRD/bolometer analy-
sis. This higher power is used because the resulting plasma
conditions are in best agreement with the data �minimum 	2

in Fig. 6� and is well within the uncertainties of the Z-pinch
power diagnostics. Figure 8�a� shows the time history of
the mass-averaged temperature and density in the Al/MgF2
layer �the electron and ion temperatures are in equilibrium�.
The temperature peaks at about 47 eV at a time of 101 ns,
while the density decreases to a value of about 1.7
�1020 cm−3 and remains approximately constant over times
of 97 ns� t�103 ns. Figure 8�b� shows the temperature pro-

files in the sample at times of 98 ns, 100 ns, and 102 ns. At
each time, the calculations predict a �5 eV gradient in the
temperature of the Al/MgF2 and almost no gradient in the
density. One point of interest in these calculations is the no-
ticeable jump in the conditions at the interface of the CH
tamper and the Al/MgF2. The Al/MgF2 is hotter than the
surrounding CH at times �99 ns and cooler at later times.

The discontinuities in the temperature profiles of the
sample can be explained by the frequency-dependent cou-
pling between the driving radiation field and the material
opacities. At times of �80–98 ns, the driving radiation spec-
tra has a large fraction of the total energy at 100 eV�h

�350 eV. This is below the C K edge where the opacity of
the CH is low, but above the L edge of the Al, Mg, and F
where the opacity of the Al/MgF2 foil is high. In this situa-
tion, a large fraction of the driving radiation passes through
the tamper and is absorbed in the Al/MgF2. Therefore, the
Al/MgF2 is radiatively heated to a higher temperature than
the surrounding CH. At times near the peak of the radiation
drive, the incident spectra are peaked around 400–500 eV,
which is above the C K edge where the opacity of the CH is
high. At these times, the CH is more efficiently heated by the
incident radiation, and a lower fraction of the total drive
spectra reaches the Al/MgF2. Additionally, the high opacity
of the Al/MgF2 at photon energies around 150 eV makes it a
more efficient radiator at the blackbody temperature of the
plasma ��45 eV�, which causes it to more quickly cool. This
creates a situation where the Al/MgF2 cools to a temperature
lower than the surrounding CH. The CH plasma behind the
Al/MgF2 continues to increase in temperature between
100 ns and 102 ns because, unlike the CH in front of the
tracer, the coupling of the opacity to the heating radiation
spectrum is higher than the coupling of the opacity to the
local emission blackbody. Thus, the absorption rate is still
higher than the emission rate, and the plasma heats until it
can reach an equilibrium.

There is no direct experimental data to verify the condi-
tions of the CH plasma. The measured absorption spectra are
only sensitive to the conditions of the Al/MgF2 plasma.
However, the rad-hydro calculations show that the conditions
of the Al/MgF2 are sensitive to the frequency dependence of
the heating radiation, which in turn depends on the condi-
tions of the CH. Properly calculating the conditions of the
Al/MgF2 requires an adequate treatment of the absorption
and emission in both the CH and the Al/MgF2.

While the 	

2 fitting in Sec. III provides information on the

average conditions in the Al and MgF2, the experimental
spectra contains additional information about the charge-
state distribution. The comparison between the measured and
simulated charge-state distribution can be made by overlay-
ing the experimental spectra with that from a direct post
processing of the simulation. Figure 9 shows this comparison
for the mixed Al/MgF2 foil from experiment z597. The
simulated spectrum was calculated with the SPECT3D spectral
post processing code �30� using a detailed configuration
analysis of the Al/MgF2 atomic level populations and tran-
sition probabilities. The spectrum is calculated under an as-
sumption of LTE and has been averaged over the simulated
time-dependent spectra using the measured time-dependent
intensity of the backlighter as a weighting function. The as-

FIG. 8. �a� Simulated mass-averaged temperature �solid� and
density �dashed� conditions in the Al/MgF2 foil on z597. �b� Simu-
lated temperature profiles in the Al/MgF2 foil at times of 98 ns
�solid�, 100 ns �dashed�, and 102 ns �dotted�.

MEASUREMENT AND ANALYSIS OF X-RAY… PHYSICAL REVIEW E 72, 066405 �2005�

066405-7



sumption of LTE was validated through point calculations of
the nonlocal thermodynamic equilibrium �NLTE� popula-
tions using a nonlocal treatment of the bound-bound and
bound-free photoabsorption rates. These calculations indicate
that the collisional ionization rates dominate the Al and Mg
atomic level populations in a way consistent with the LTE
approximation.

As seen in Fig. 9, the comparison between the measured
and simulated spectra is quite good. Qualitatively, the largest
deviations between these spectra are in the absorption fea-
tures of the minimum and maximum charge states. The cal-
culated Al XI, Al VIII, and Al VII 1s→2p absorption features
are slightly deeper than those observed in the experiment.
The same is true for the Mg XI and Mg VII features. This may
indicate a slightly larger gradient in the calculated conditions
than those in the experiment. Given the long time history of
the backlighter, it is not possible to tell whether this discrep-
ancy occurs in time or space. Either way, the differences are
small and the authors consider the overall agreement to be
acceptable.

B. Calculations in separated Al and MgF2

The calculated dynamics that occur in the adjacent Al and
MgF2 layers on z1031 are very similar to those discussed
above. As seen in the contour plots of Fig. 6, the calculated
conditions in both samples on z1031 are within 1� of the

conditions inferred through the 	

2 fitting of the experimental

data. These plots show no statistically significant differences
in the T-� phase space of the Al and MgF2 foils, irrespective
of their order with respect to the heating radiation. It is pos-
sible that the temperature in the forward material is higher,
but the density would also have to be higher to conserve the
ionization state. Assuming the neighboring plasmas must
maintain a pressure balance, it is physically improbable that
this is the case �PT��. It is more likely that the two plas-
mas have very similar average temperatures �and densities�,
even though each may contain a gradient.

Figures 10�a� and 10�b� show the simulated temperature
profiles at times of 99 ns, 100.5 ns, and 102 ns in the Al-first
and MgF2-first samples on z1031. As in the discussion from
z597, there is a small discontinuity in the temperature at the
boundary of the foils and the CH tamper. There is also a
discontinuity at the boundary between the Al and MgF2. The
temperature at the front of the rear foil is higher than that at
the back of the forward foil. Even though the Al and MgF2
each contain a �5 eV gradient, their average temperatures
differ by less than 2 eV.

To demonstrate the frequency-dependent heating that
causes this effect, Figs. 11�a� and 11�b� show the frequency-
dependent net radiation heating in the Al and MgF2 from the
simulations of each sample at the time of peak drive power.
The simulations indicate that the discontinuities in the tem-
perature profiles are caused by different ranges of photoab-
sorption in the different materials. In both cases, the Al is
primarily heated in the range 200 eV�h
�300 eV corre-
sponding to bound-free absorption in the Al L shell. The

FIG. 9. �Color� Comparison between the measured and simu-
lated �red� relative line transmission in the mixed Al/MgF2 foil on
z597. The labeled features correspond primarily to the 1s→2p tran-
sitions in Al or Mg at the listed ionization state.

FIG. 10. Calculated temperature profiles at 99 ns �solid�,
100.5 ns �dashed�, and 102 ns �dotted� in the �a� Al-first and �b�
MgF2-first samples on z1031.
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MgF2 is primarily heated in the range 900 eV�h

�1100 eV corresponding to bound-free absorption in the F
and Mg K shells, with some contribution to the heating
around 200 eV corresponding to bound-free absorption in
the Mg L shell. The CH absorbs the bulk of the radiation in
the range 350 eV�h
�450 eV �corresponding to bound-
free absorption in the C K shell� and passes the radiation in
the ranges where it is best absorbed by the Al and MgF2.
Since each of the materials is heated by a different range of

photon energies, the resulting plasma conditions are similar
irrespective of their orientation along the direction of the
heating radiation. These dynamics can only be captured by a
multifrequency treatment of the radiative transfer.

The good agreement between the simulated and experi-
mental mass-averaged plasma conditions indicates that the
combination of the view-factor simulations, calculated opaci-
ties, and frequency-dependent radiative transfer are consis-
tent with the measured quantities in the experiments. The
contours in Fig. 6 indicate that, at any given density, the
spectroscopic method is accurate to ±3.5 eV. At the density
calculated for each material, the radiation-hydrodynamics
simulations must, therefore, reproduce the corresponding
temperature from Fig. 6 to ±3.5 eV in order to agree with the
measured spectra. Furthermore, the points plotted on Fig. 6
indicate that a ±20% change in the incident flux changes the
simulated electron temperature by �±3.5 eV with only a
small change in density. Given that the Al is primarily heated
in the energy band of 200 eV�h
�300 eV, and the MgF2
is primarily heated in the energy band of 900 eV�h

�1100 eV, then the incident flux in these photon energy
bands must be individually modeled to an accuracy of
�±20%. In addition, if the spectra contained significantly
more radiation in the range h
�1100 eV, then the Al would
heat more through bound-free absorption out of the Al K
shell, and the resulting plasma conditions could move above
the 1� contours in Fig. 6. If the spectrum were simply
shifted to higher energies �with more radiation at h

�1100 eV and less radiation at h
�300 eV�, the effect of
the different photoabsorption bands in the Al and MgF2
would be diminished. This would cause the forward foil to
absorb more of the propagating radiation, and the lower ra-
diative heating in the rear foil could move the conditions out

FIG. 11. �Color� Calculated net radiation heating at peak drive
power in the Al �black� and MgF2 �red� layers in the �a� Al-first and
�b� MgF2-first samples on z1031.

FIG. 12. �Color� Comparison between the measured and simulated �red� relative line transmission in the Al-first �left� and MgF2-first
�right� samples on z1031. The labeled features correspond primarily to the 1s→2p transitions in Al or Mg at the listed ionization state.
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of agreement with those inferred from the experiment. There
are many possible permutations of the radiation drive spec-
tra, and it is possible that the spectra used in these calcula-
tions do not uniquely produce plasma conditions in agree-
ment with the experiments. However, the combination of the
view-factor simulations using the measured Z-pinch emis-
sion power with radiation-hydrodynamics simulations em-
ploying a detailed treatment of the frequency-dependent
opacities and radiative transfer provides simulated tempera-
ture and density conditions in each tracer that are consistent
with the measured quantities.

As a final check on the comparison between the calcu-
lated and measured conditions in the Al and MgF2 foils, the
spectral data from each sample on z1031 are overlaid by the
spectra calculated from the radiation-hydrodynamics simula-
tions in Figs. 12�a� and 12�b�. Each spectrum is calculated
under an assumption of LTE and is averaged over the time-
dependent intensity of the backlighter. The comparison be-
tween the measured and calculated spectra is quite good. The
largest discrepancy is in the Al XI feature at 7.8–7.9 Å. The
calculation overpredicts the depth of this feature, which in-
dicates that the Al is overionized in the calculation �on aver-
age�. Given that the Al VII feature at the long wavelength end
of the Al spectrum is in good agreement, it can be deduced
that the calculated ionization gradient in the Al layer is larger
than that in the experiment. Since the ionization distribution
is much more sensitive to temperature than density, this
likely implies that the calculated peak temperatures in the Al
sample are too high either in time or space �or both�. The
correct fix to this calculation should result in a lower average
ionization state in the Al without significantly affecting either
the Al X–Al VII ionization fractions or the ionization distri-
bution of the Mg. There are a large number of permutations
on the drive spectra and/or opacities that could cause such a
discrepancy. One explanation could be a spectrum at the
front of the Al layer that has too many photons at �300 eV.
The rad-hydro calculations show that the heating in the en-
ergy bin at 320 eV is a factor of 2 larger at the front of the Al
than the back, and contributes �10% of the total heating at
the front of that layer. Thus, the discrepancy between the
data and simulation could be caused by a drive spectrum that
is slightly too cold, a CH opacity that is slightly too low, or
an Al opacity that is slightly too high at �320 eV. Given the

assumptions involved in simulating the experiments and the
uncertainties in the measured Z-pinch power, the overall
comparison between the data and simulations is considered
to be acceptable.

V. SUMMARY

Good understanding of the radiative heating and the asso-
ciated 1s→2p absorption features in thin foils of Al and
MgF2 on Sandia’s Z facility was demonstrated. Given that
each experiment discussed in this paper had different
Z-pinch geometries and incident power histories, these re-
sults provide confidence in both the methods used to simu-
late the frequency-dependent driving radiation spectra and in
the physical models applied to simulate the radiation-
hydrodynamics processes.

In these experiments, the calculations that successfully
reproduce the experimental data indicate that frequency-
dependent radiative heating and cooling play the dominant
role in determining the time-dependent temperature and den-
sity conditions in the samples. This is an important result
because it places a restriction on the computational methods
that must be used to model the dynamics in similar samples
heated by Z-pinch radiation. In addition, the role of the ra-
diation field in determining the sample conditions implies
that the inferred plasma conditions can be used as an indirect
diagnostic of the magnitude and spectral distribution of the
radiation field at the location of the tracer plasma �Al and
MgF2�. In the future, these materials will be used in Z-pinch
heated samples as diagnostics of the plasma conditions in
radiative transfer and opacity experiments.
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